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ABSTRACT

A common algorithmic approach in generating biophysical neuron models are genetic algorithms.
The procedure in which the genetic algorithm constructs realistic neuronal models is heavily reliant
on large scale neuron simulation and electrophysiological feature extraction. The goal of our work
was to minimize the amount of time it takes to initialize, simulate, and evaluate one generation. To
accomplish this goal, we have developed a genetic algorithm that uses high performance computing
(HPC) nodes to maximize the computational efficiency and minimize the run time of the algorithm.
In this paper, we run several benchmarking experiments to determine efficient utilization of resources
and scaling. We show that our GPU/CPU based design enables simulating multiple neuronal responses
to multiple stimuli with more efficient resource utilization with nominal cost for run time. This
analysis demonstrates an opportunity for researchers to build more accurate biophysical neuronal
models, thus enabling more us to ask more detailed questions about neuron firing properties.

Keywords biophysical neuron model · compartmental neuron model · high performance computing · genetic
algorithms · nonconvex optimization · parallelism · concurrency · strong scaling · weak scaling · electrophysiology

1 Introduction

Since the onset of electrophysiological science, great progress has been made in understanding the computational
properties of single neuron units. State of the art research has progressed in enabling finer resolution recordings of
neurons. In parallel, with Moore’s law, we have seen exponential growth in the computing capacity capable on a single
chip. In tandem, these advancements have brought the field of computational neuroscience much closer to realistically
modeling biological neurons on computers in silico. Still, research on in silico construction of detailed biophysical
neuronal models stands to benefit from the aforementioned advances in high performance computing. Biophysical
models such as the Hodgkin and Huxley model [Hodgkin and Huxley, 1952] and the multi-compartmental model
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[Rall, 1959] aim to simulate electrical proprieties of neuron micro-circuitry. However, a major obstacle in models that
faithfully simulate realistic firing patterns is constraining the density, and consequently the conductance, of the various
membrane ion channels that play a major role in determining neuron firing patterns [Druckmann et al., 2007]. Examples
of such channel parameters are Cm as membrane capacitance, ḡk as potassium conductance, V as membrane potential,
Ek and Ena as potassium and sodium reverse potential respectively, and ḡna as maximal sodium conductance density.
Simulation software aims use such conductances to solve the differential system of equations using the F-matrix, or
tri-diagonal matrix in order to find the voltags of the dendritic tree. The computational complexity of these models
scales quickly with the number of axonal, somatic, and dendritic channels, as well as the number of compartments.
There exist trade-offs between the amount of detail, computation time, computational resources, and the questions that
need to be answered by such models [Almog and Korngreen, 2016]. There is an opportunity for progress in defining
the most efficient methods for building models, which will subsequently provide a natural means for systematically
exploring exactly such trade-offs [Eliasmith and Trujillo, 2014]. By efficiently using computational resources and
minimizing computation time, researchers can construct more complex models that can answer more specific questions
about neuron functionality, thus providing a motivation for benchmarking the run time required to generate such models.

With increasing model complexity comes the need for more efficient optimization methods. The challenge with this
optimization is that the search space of possible channel parameters is non-convex and entails a wide range of solutions
that result in non-linearities. There are several types approaches including brute force search, Monte Carlo optimization
algorithms such as genetic algorithms and simulated annealing, or mathematical heuristic based algorithms [Van Geit
et al., 2007]. We chose to use a prevalent method for the non-convex optimization posed by this problem in the genetic
algorithm [Vanier and Bower, 1999] [Keren et al., 2005] [Masoli et al., 2017]. The genetic algorithm employs an
objective or cost function as a linear combination of different penalty functions between a simulated spike and a target
spike. In this implementation, our objective function is constructed of score functions comparing electrophysiological
firing properties of simulated and experimental target voltages. A small perturbation in the conductance of a single
channel parameter can have a significant impact on the voltage trace produced by the simulated neuron, and consequently
the objective function. Further complicating the problem, [Jelescu et al., 2016] describes multiple biological plausible
local minima corresponding to dissimilar sets of parameters and states that nonlinear fit outputs suffer from heavy bias
and poor precision. Increasing the number of stimuli in which the cost function is optimized over and constructing
better objective functions can remedy some of the problems posed, but quickly incurs computational cost. For simplicity
we consider constructing a "better" score function outside the scope of this work and focus on scaling the computational
bandwidth of the genetic algorithm instead. In this work, we present a novel GPU/CPU-based simulation and evaluation
loop that aims specifically to benefit to computational design of the genetic algorithm by leveraging speed increases
using concurrency and parallelism. We show the motivation for accelerating this this algorithm through scaling the
parameter search algorithm on motivating example model. Furthermore, we aim to quantify the acceleration in run time
from this programmatic design using well established scaling experimental design.

Currently, there exists a wide variety of quality software tools for computational neuroscience. With recent advances
that introduce more accessible super-computing and exascale systems for super computing, there has also been progress
in the adapatation of computational neuroscience tools for HPC platforms. These software tools aim for generalizability
and scalability so they can be used for different purposes, on different platforms and at different scales. Moreover,
most computational modeling pipelines require more than one of these software modules. In this paper, we focus
on benchmarking two classes of software modules – neuron simulators and electrophysiological spike train feature
extractors. While it is important to experiment with performance benchmarks that are specific to individual modules and
provide fine-grained analysis of power usage, it is also important to develop benchmarks that asses the application of
combinations of modules. This kind of performance analysis is crucial in building and using workflows and frameworks
for distributed computing, and embedding them in a collaborative setting. It can be extremely productive to have
computational/theoretical frameworks that permeate research directions and guide the scaling-up of data acquisition and
analysis [Bouchard et al., 2016]. This paper aims to draw from previous work in benchmarking for computer science
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[Hoefler and Belli, 2015] [Wu et al., 2019] to experiment using established performance benchmarks to software for
neuron simulation and biophysical modeling and employ statistically sound analysis and reporting techniques. [Coleman
et al., 2019]. We focus on run time comparisons between different combinations of computational resources and
software tools in order to demonstrate the state of the art, challenges, and opportunities, relating to efficiently utilizing
such resources for complex biophysical neuronal modeling. Currently, researchers aiming to construct neuronal models
that answer questions about brain circuitry stand to gain a great deal from measuring and accelerating computational
tools and algorithms.

Adapting well known performance benchmarks to this algorithm helps understand how the algorithm can scale using
different permutations of computational resources and software modules. While [Criado et al., 2020], [Kulkarni
et al., 2021] and [Knight and Nowotny, 2018] [Van Albada et al., 2018] all provide distinct and relevant examples
of benchmarking simulation modules and computational platforms for simulation, such as neuromorphic hardware.
However, there is a gap in research benchmarking the performance of such simulators applied to an optimization
problem. [Benjamin et al., 2018] focuses on benchmarking the predictive power of machine learning methods for fitting
neural responses, but does not focus on run time or scalability of methods with that objective. This work aims to address
this gap by providing several examples of evaluating the run time performance of the genetic algorithm as a method to
construct biophysical neuron models. Thus, the principal contributions of this paper are as follows:

1. We present an optimized implementation of the genetic algorithm that aims to accelerate the time it takes to fit
a biophysical neuronal model by leveraging parallelism on high performance GPU nodes.

2. We benchmark the run time of this algorithm using well established performance benchmarks weak scaling
and strong scaling.

3. We show the applicability of such a practice across different software modules for evaluation-simulation loops
by:

3a. Running experiments on CPU only nodes.

3b. Considering implementations with different electrophysiological feature extraction libraries

3c. Considering implementations with different GPU-based neuron simulation modules.

In the following sections of this paper we will first give a brief overview of the methodology and implementation of the
genetic algorithm and how simulation and feature extraction drive the algorithm toward increasingly realistic neuronal
modeling. Next, we will specify the hardware and software of the machines we used. Then we will give a description of
the experimental design run on CORI to test the scaling of each variation of this algorithm. The experimental design
allows for the comparison of different algorithms for using GPU and CPU as well as different software modules in the
simulate-evaluate loop. Subsequently, we will demonstrate the results of such experiments and discuss the implications,
limitations and future steps for our analyses. We will show a motivating example cell and how scaling the genetic
algorithm for this cell result in a more realistic model.

2 Methods

First we will describe the use case of the genetic algorithm to fit neuronal models. Next, we will describe approaches to
implementing parallelism in the genetic algorithm and show that each approach embarrassingly parallel [Herlihy and
Shavit, 2012]. Finally, we will conclude by specifying the how the variations of the genetic algorithm, that are ran in
our experiments, are implemented.
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2.1 Genetic Algorithm

Figure 1: Algorithmic design: A: Sequential execution of tasks for
genetic algorithm. The simulation can take place on either the CPU
or GPU. B: The CPU algorithm(CPU-GA) simply maps the simula-
tion/evaluation of a model to a single core. textbfC The GPU adapted
algorithm (GPU-GA). Each stimuli is mapped to run in parallel across
each GPU, then scored in parallel, mapping one score function to one
core, across all CPU cores available on the GPU node. D Shows two
generations that illustrates in GPU-GA with NeuroGPU, stimuli can be
launched on GPU while the CPU evaluation step is still completing.

Evolutionary algorithms are a class of opti-
mization methods that rely on instantiating
a population and subsequently implement-
ing natural selection through biologically in-
spired operators such as mutation, crossover,
and fitness based selection [Mitchell, 1998].
Genetic algorithms, are a subset of evolution-
ary algorithms that encode solutions to an
optimization problem into vector representa-
tions in a real valued search space and rep-
resent the quality of these representations by
evaluating a fitness function that takes these
vectors as an input. Below, is the pseudo-
code for the genetic algorithm we implement,
known as the (µ, λ) genetic algorithm [Beyer,
2007] [Beyer and Schwefel, 2002] and re-
ferred to in the text as GA. In this implemen-
tation, the following parameters are provided,
namely µ and λ which are the number of
individuals to select for the next generation
and the number of children to produce for
the next generation respectively. The param-
eter cX rate determines the probability that
an offspring is produced by crossover and the
parameter mutRate is the probability that and
offspring is produced via mutation. Mutation
is a perturbation of a single or more parame-
ters and crossover is a combination between
a pair of parameter sets.

The function variation in the pseduocode
applies mutation, reproduction, or crossover
exclusively to each individual, or pair in the
case of crossover, to produce λ new offspring.
The top mu individuals among the current
population and offspring are kept in the pop-
ulation and thus produce the next set of off-
spring. The optimization problem posed in
this paper defines an individual i in genera-
tion j as x(j)

i ∈ R15 and the entire population
at generation j is defined as X(j) ∈ R15xP ,
where 15 is the number of channel parameters
for each simulation and P is the size of the population. Finally, in the evaluate function, the fitness for each individual
i ∈ N , where N , the total number of individuals in a population, also referred to as "offspring", is determined by
an objective function where xi is the input for simulation at S stimuli, shown in Figure 2A and evaluated against
experimental data, shown in Figure 2B and evaluated using F score functions shown in Figure 2C. This procedure
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results in a scalar score for each individual. Considering ys∗ as the target voltage response to stimuli (5B) s the fitness
score for an individual xi can be defined as

∑
s∈S

∑
f∈F f(simulate(xi, s),ys∗) where the stimuli and the individual

parameter vector x(j)
i are inputs into the function simulate. Using figure 2A for reference, an example objective

could be F (t, v) = ISI(t, v) +AHP (t, v) + . . .+AP_Amplitude(t, v) where t is the target voltage trace, v is the
simulated voltage trace, and ISI is inter-spike interval, AHP is after hyper-polarization peak, and AP_Amplitude is
the action potential amplitude. See Figure 2C for an illustration of how scoring functions are computed on a single trace.
In conclusion, the problem space for this step can be defined as having cardinality N × S × F , that is, the population
size × the number of stimuli presented × the number of score functions used. Next, we will describe more specifically
what a population is and how simulations are run on this population.

The genetic algorithm population consists of individual multi-compartment neuron models. In the context of this
work, we use a pyramidal neuron from mouse V5 as a complex model, with 14 different ionic channel parameters in
axon, soma, and dendrite [Lein et al., 2007]. This cell morphology and parameterization is can be found ModelDB as,
L5_TTPC1_cADpyr232_1 or model 267067 [Hines et al., 2004] Spratt et al. [2021]. This cell is based on the Layer
5 thick-tufted pyramidal cell from the Blue Brain Project [Markram et al., 2015]. The following model parameters
were used: low voltage calcium (LV ACA) Avery and Johnston [1996], high voltage calcium (HV ACA) Reuveni et al.
[1993], hyper-polarization activated current (Ih) [Kole et al., 2006], persistent potassium current (KPst), transient
potassium current (KTst) [Korngreen and Sakmann, 2000], persistent sodium channel (Nap) [Magistretti and Alonso,
1999], Fast inactivating sodium channel (NaT ) [Colbert and Pan, 2002], calcium activate potassium SK [Köhler et al.,
1996], fast non-inactivating potassium channel, (Kv3.1) [Rudy and McBain, 2001]; M-type potassium current (Im)
[Adams et al., 1982]. Figure S1 shows how these parameters are distributed across axonal, somatic sections, as well as
the upper and lower optimization bounds for each conductance.

Algorithm 1 Genetic Algorithm

1: procedure OPTIMIZE(µ, λ, cxRate, mutRate nGenerations)
2: population← INITIALIZE()
3: for generation← 1, nGenerations do
4: offspring← VARIATION(population, λ, cxRate,mutRate)
5: scores = EVALUATE(offspring, population)
6: population← SELECT(population, offspring, scores, µ) ▷ keep µ individuals with highest scores

end
7: return argmax(EVALUATE(population)) ▷ this is the individual with the highest known fitness

Algorithm 2 Evaluation

1: procedure EVALUATE(offspring)
2: for all stim ∈ Stims do
3: responses← SIMULATE(offspring,stim)
4: for all scoreFunction ∈ scoreFunctions do
5: scores + = scoreFunction(responses, target)

end
end

6: return scores

2.2 Implementations

In Algorithm 2 there are three opportunities to implement parallelism. First, one could run all of the score functions
at once for a given stimulus. Second, one could run of of the simulations for each stimuli at one. Third, one could
run the simulate-evaluate loop in parallel across the entire population. IN this example, scores and responses are lists
containing the firing traces and scores for each individual respectively. The problem could be written as a triple for
loop, but is written as a double loop in order to simplify the fact that scores is a list with a cumulative score (over all
stimuli and score functions) corresponding to each individual. Because each response and score do not require any
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information about other simulations, other score functions, or even other individuals in the population, the problem is
embarrassingly parallel. Our CPU and GPU algorithms take advantage of this design in different ways.

Figure 2: Stimuli and score functions used in algorithm: 2A represents
various stimuli used in the fitting procedure of the genetic algorithm. 2B
represents some of the corresponding target voltages that are recorded
from patch clamp experiments as a result of the stimuli in 2A. 2C
Demonstrates how electrophysiological score functions are computed
on a single trace. These score functions are used to compare target and
simulated firing traces.

(1) For comparison, the sequential algorithm
is demonstrated in the top panel of Figure
1. (2) The CPU-GA implementation of this
algorithm is parallelized over the entire off-
spring and allocates one CPU core per off-
spring. This is represented in the bottom
panel of Figure 1. In this implementation,
Algorithm 2 demonstrates the exact order of
execution performed by the algorithm. The
only difference between CPU-GA and the
pseudo-code is that the procedure is run in
parallel across the entire offspring and ag-
gregated into a list once all scores have been
calculated in a process known as map-reduce
[Chu et al., 2007]. (3) The GPU-GA ver-
sion of this algorithm uses multiple layers
of parallelism, as demonstrated in Figure 1.
First, like CPU-GA, the entire population is
divided using map-reduce schema, however,
in this version the entire population is split
across nodes. If the population size is 1000
and there are 2 nodes, each node will be re-
sponsible for running Algorithm 2 for 500 individual cells. In the next layer of parallelism, the simulations for each
stimuli are computed in parallel across each available GPU. Following the example, if there are 8 GPUs per node, then
8 stimuli will be ran for each of the 500 cells using eight GPUs. If there are more stimuli than GPUs, then a loop will
be required. Finally, once the responses have been obtained, each score function is computed in parallel across each
CPU core. CORI GPU nodes have 80 CPU cores, see more in experimental design. Following the example, if there
are 80 cores and 10 score functions for 8 stimuli then there are 80 total score functions and each core will compute
the one score function on one stimuli for all 500 individuals. The order of execution in this example is represented in
Figure 1C. A perk of this execution flow that will be covered more in depth in the results section is that if there are more
stimuli than GPUs, we can launch the next set of simulations while the CPU cores handle score function evaluation.
This instance is demonstrated in Figure 1D.

Hardware: Each Cori GPU node has two sockets of 20-core Intel Xeon Gold 6148 (’Skylake’) CPUs with 384 GB
DDR4 RAM memory and a clock rate of 2.40 GHz. Each of these nodes also has 8 NVIDIA Tesla V100 (’Volta’)
GPUs, connected with NVLink interconnect, each with with 16 GB HBM2 memory. We used Cray’s Programming
Environment version 2.6.2. Allocated nodes were chosen by the batch system (slurm 20.11.8) and were allocated
exclusively to eliminate on-node interference. The system uses InfiniBand host network adapters (HCA) and network
interface cards (NICs).

Each Cori CPU node has two sockets, each socket is populated with a 2.3 GHz 16-core Haswell Intel Xeon Processor
E5-2698 v3. Each core supports 2 hyper-threads, and has two 256-bit-wide vector units 36.8 Gflops/core (theoretical
peak), 1.2 TFlops/node (theoretical peak) and 2.81 PFlops total (theoretical peak) Each node has 128 GB DDR4 2133
MHz memory (four 16 GB DIMMs per socket) and 298.5 TB total aggregate memory. The interconnect is Cray Aries
with Dragonfly topology with >45 TB/s global peak bisection bandwidth. We used Cray’s Programming Environment
version 2.6.2. Allocated nodes were chosen by the batch system (slurm 20.11.8) and were allocated exclusively to
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eliminate on-node interference. For all experiments, we used Cori SCRATCH which is a Lustre file system designed for
high performance temporary storage of large files. All experiments were ran on x86_64 computing architecture, SUSE
Linux Enterprise 15 and kernel 4.12.14-150.75-default.

Software: We used GCC compiler version 8.3.0, CUDA version 11.1.1, OpenMPI version 4.0.3, Python 3.8.6. As in
previous work [Ben-Shalom et al., 2020], the genetic algorithm was implemented using the DEAP 1.3 [Fortin et al.,
2012] and Bluepyopt 1.9.126 [Van Geit et al., 2016] python libraries. Score functions are implemented using Blue Brain
Project’s Electrophys Feature Extract Library 3.2.4 (eFEL) [Van Geit et al., 2016]. The CPU based neuron simulations
are run using NEURON 7.6.7 .mod files and the NEURON python interface. ther software versions and requirements
are added as a supplementary information. For the installation of CoreNeuron we used the PGI compiler, version
20.11-0 and we used Cori’s cray-python version 3.7.3.2 to avoid compilation issues with anaconda python used in other
experiments.

3 Experiments

3.0.1 Experimental Design

Experiments were designed to record the run time of the different algorithmic designs and measure the scaling efficiency
of the algorithm. In these experiments, we refer to run time, t, as wall time or elapsed real time. t is the time in
seconds it takes for a program to execute from start to finish. The target measurement is the run time to complete one
simulation-evaluation step and all experiments are ran for at least 50 generations of the genetic algorithm in order gain
enough samples. Following [Hoefler and Belli, 2015] suggestion that speed-up should be replaced by run time lower
bounds, we provide run time lower bounds as ideal scaling measures. Furthermore, in many cases, it was not realistic to
benchmark the sequential case described in the methods section as it would be too slow to show any meaningful results.
Below we describe each experiment and provide a table of the specifications for each run.

(1) Compute Fixed Problem Scales

In this experimental design the population size N , starts at 500 and increases by 500 in each trial until the population
size reaches 5000. The computational power remains fixed at one node. Each trial uses 20 score functions and 8 stimuli.
Because the only experimental value that changes is population size, a table is not shown for this experiment. Here, we
expect to see run time increase proportionally to the increase in population size. These experiments still advantage
single-node parallelism, but they demonstrate how the computation time increases as the population size increases.

Table 1: Compute Scales and Problem Fixed

Nodes Total Cpus Total Gpus Offspring Stimuli Score Functions

1 42 8 3000 8 20
4 168 32 3000 8 20
8 336 64 3000 8 20
16 672 128 3000 8 20

(2) Compute Scales Problem Fixed

In this experimental design, specified by Ta-
ble 1, the population size N is fixed at 3000,
while the computational power scales expo-
nentially. These experiments are defined as
strong scaling. Here, the expectation is that
run time decreases exponentially by a factor
of 2, which corresponds to the compute scal-
ing rate. These experiments demonstrate how
effective multi-node parallelism is at accelerating the time it takes to simulate and evaluate a population.

(3) Problem Scales Compute Scales In this experimental design, specified by Table 2, the initial trial sets N = 250 for
one node. The subsequent trials increase computing power and population size proportionally (at 250 individuals per
node). These experiments are defined as weak scaling. Here, the expectation is that run time remains constant. These
experiments demonstrate how multi-node parallelism can accommodate the scaling of population size in the genetic
algorithm.
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Table 2: Compute Scales and Problem Scales

Nodes Total Cpus Total Gpus Offspring Stimuli Score Functions

1 42 8 250 8 20
2 84 16 500 8 20
4 168 32 1000 8 20
8 336 64 2000 8 20
16 672 128 4000 8 20

The set of experiments above only changes
the problem size using population size, N .
In order to make straightforward compar-
isons, we run further experiments interchang-
ing parts of the algorithm or scaling the prob-
lem size using different scaling factors. Fig-
ure 3A demonstrates an experiment following
the specified design where CoreNeuron has
been substituted for NeuroGPU in the GPU
genetic algorithm [Kumbhar et al., 2019]. Further experiments were ran to compare the performance of GA with various
electrophysiological feature extraction libraries. In these experiments we use the previously specified experimental
design but change the number of score functions from 20 to 8. These experiments, shown in row 2 of Figure S7 are
examples of an experiment that interchanges the score function module eFEL for the score function module from Allen
IPFX 1 in the GPU-based genetic algorithm. In these experiments, we modify the experimental design by using 8 score
functions from the IPFX module and comparing against 8 eFEL score functions.

To further explore the axes of scaling GPU-GA problem space, we ran scaling experiments where score functions are set
to 20, population size is set to 500 but the number of stimuli used in GA increases from 1 to 18 stimuli. This experiment
is shown in Figure 2A. Furthermore, we ran an experiment on GPU-GA where stimuli are set to 8, population size is set
to 500 but the number of score functions used in GA increases from 1 to 180. This experiment is shown in Figure 2B.

4 Results

The benchmarks described in the methods section serve as general measures to determine scaling performance in the
defined problem space. Each benchmark serves a specific purpose in determining algorithmic performance. The first
benchmark, described as Compute Fixed Problem Scales measures the difficulty of the scaling application. Keeping
computational resources constant demonstrates how the run time scales as the problem size increases if only one node
was used. The results from this benchmark are shown in 3A and S7A where we chose to increase the population size by
500 in each trial. The run time of the algorithm is expected to increase directly proportionally to the increase of the
population size. If 500 offspring take 14 seconds to simulate, then 1000 should take 28 seconds. These experiments
demonstrate that the GPU-GA experiments ran much faster than the CPU-GA experiments. The CPU-GA is a more
accessible solution to users working with a single desktop computer or CPU only nodes. At a small population size
( < 1000 ) CPU-GA took 10x the amount of time it took GPU-GA to complete a simulation-evaluation step, but
at larger scales (> 2000) CPU-GA took 100x longer than GPU-GA. These results suggest that CPU-GA may be a
reasonable choice for fitting simple electrophysiological neuron models, but that researchers should use caution in more
computationally complex optimization problems that require scaling. Next, it is clear in both Figure 3A and Figure
S7A that the speed increase of the genetic algorithm can be closely predicted and modeled as a proportional to the
increase in population size. Understanding this property is important because it shows that speed increases on single
nodes or single desktop computes will translate favorably towards an algorithm being run at a large scale. Overall, these
experiments confirm that regardless of hardware or software configuration, the optimization problem grows directly
proportional to population size.

The second benchmark, described as Compute Scales Problem Fixed determines the strong scaling of the application.
By keeping the problem size constant and increasing computational resources, we can see how much performance can
be gained through exploiting parallelism on a single problem. The expectation in this experiment is that as the compute
increases by a factor N , the problem should decrease by a factor of N . We chose to scale N exponentially, which

1© 2020 Allen Institute for Brain Science. Intrinsic Physiology Feature Extractor (IPFX). Available from:
github.com/AllenInstitute/ipfx

8



Benchmarking GA Preprint A PREPRINT

Figure 3: Simulation-evaluation scaling CPU v. GPU: 3A, 3B, 3C: Represent scaling experiment results of the time
it takes to run one simulation-evaluation step. Figures correspond to experimental design sections. Fig. 3B and 3C
correspond to Table 1 and Table 2 respectively. Experiments compare the GPU-based algorithm using CoreNeuron as a
simulator and NeuroGPU as a simulator, as well as the CPU-based genetic algorithm using NEURON as a simulator.
Note: In some figures the y axis is logarithmically scaled to show exponential scaling and in some figures it is not.

is represented in Figure 3B and Figure S7B. First, for all GPU-based algorithms it is clear that at after 4 nodes, or 2
nodes in the case of CoreNeuron GPU-GA, that run time acceleration per node starts to decrease and no longer match
ideal scaling. Notably this demonstrates a limit to which parallelism in GPUA-GA can efficiently leverage available
resources. In 3B, CoreNeuron GPU-GA incurs overhead when too many nodes are used. The reason for this being that
because all simulations are run at once and then all simulations are evaluated at once, there is overhead cost associated
with a CPU bottleneck in the evaluation step. Figure 4 shows GPU-GA CPU run time decreases correspondingly with
the inclusion of more resources. Further investigation of this experiment in Figure 4 demonstrates a trade-off between
theoretical efficiency and empirical efficiency. At around 250 individuals per node, an equal amount of time is spent on
GPU computation as CPU computation. Figure 4 B, there is a trade-off between time spent on the GPU and CPU time
and population size. Choosing 250 individuals per node results in a balance between CPU time and GPU time and thus
most efficient utilization of resources in achieving concurrent CPU/GPU calculations. Based on this trade off, we chose
to use 250 individuals per node for the final experiment, Compute Scales Problem Scales.

The third benchmark, described as Compute Scales Problem Scales determines the weak scaling of the application.
Maintaining a constant run time on this benchmark exemplifies how the most efficiently scale the implemented algorithm
for then application of developing single neuron models. As demonstrated in the 3C and Figure S7C, by scaling at 250
individuals per node on the GPU and CPU, the run time of algorithm remains constant while running up to 10 nodes on
GPU. Subsequently, the run time starts to marginally increase with each trial. On the CPU, the increase in run time
is marginal as well. Figure S7C demonstrates that eFEL score functions and Allen IPFX provide the same constant
scaling we expect to see with the performance being nearly identical, with the IPFX library a few seconds faster than
eFEL. In 3C, the CPU-GA and GPU-GA both scale at a constant rate without incurring much overhead. CPU-GA
incurs 10 seconds overhead and NeuroGPU-GA and CoreNeuron-GA incurs nominal overhead for up to 16 nodes.
Further experiments, shown in Figure S3, demonstrate that overhead is incurred when NeuroGPU-GA is run on larger
allocations of GPU nodes (64-128 Nodes) using the Summit computing cluster. Ultimately, this set of experiments
demonstrates that regardless of hardware and software configuration, that optimization using the genetic algorithm for
fitting electrophysiological neuronal models is a prime target for scaling on HPC clusters and particularly GPU enabled
clusters. In the discussion section, further consideration is taken towards the explaining implications of successful large
scale optimization runs and the software/hardware that powers such runs.

Initially, we present two efficient CPU and GPU based algorithms for the simulation and evaluation of single neuronal
models, CPU-GA and GPU-GA. Unlike CPU-GA, GPU-GA is able to leverage parallelized kernel computation for
fast simulation. GPU-GA also adds concurrency to the algorithm described in methods. Concurrency, defined as the
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Figure 4: CPU bottleneck shifts to GPU as population per node decreases: The time the algorithm spends on
simulation/evaluation/evolution as a function of population size. At large population sizes the CPU operation for score
functions is the bottleneck. At smaller population sizes, the DEAP evolution is the bottleneck for NeuroGPU in 4A and
the GPU simulation is the bottleneck for CoreNeuron in 4B.

capacity to run separate tasks at the same time, is different than the achieved levels of multi-node and single node
parallelism. This algorithm also achieves concurrency because although it can simulate one stimuli per GPU in parallel
(one on each GPU), simulating the remainder of stimuli can start as soon as the first set finishes, independently of the
evaluation step. Thus, while the CPU is evaluating the quality of the simulations, the GPU can run more simulations.
This is shown in Figure 1B as the CPU and GPU are running at the same time. The result of concurrency in GPU-GA
is shown in 5A where the algorithm scales logarithmically with the number of stimuli used in the algorithm. This
makes it favorable to include multiple types of diverse stimuli. Overall, the GPU-GA algorithm scales favorably and
demonstrates efficacy in accelerating / scaling the genetic algorithm.

5 Discussion

Figure 5: Scaling stimuli and scoring functions: 5A Represents the
observed run time as the number of stimuli used in the algorithm in-
creases. We provide two lines for scaling reference O(log(n/2)) and
O(log(n/4)). 5B Represents the observed run time as the number of
score functions used in the algorithm increases. We provide two lines
for reference, O(log(n/3)) and O(log(n)/4).

The most basic comparison drawn in this
paper is between CPU and GPU based
simulation-evaluation loops. GPU based sim-
ulation is markedly faster than CPU based
simulation, which is to be expected as (lit
review here). (explicate quote). However,
the evaluation step for both loops was imple-
mented on the CPU so no direct comparisons
can be drawn. It is notable that in the GPU
based simulation-evaluation loop, the bottle-
neck preventing the efficient utilization of
resources for larger population sizes is the
CPU processing capacity for scoring elec-
trophysiological features. To the best of the
researchers knowledge, there are no avail-
able GPU based software toolkit for scoring
features of simulated spike trains based on
a target train. There are several GPU-based
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applications that are used for real time analysis of Electroencephalography (EEG) waveform data, Magnetoencephalog-
raphy (MEG) data, and Multi-electrode Arrays (MEA) signals [Sahoo et al., 2016] [Tadel et al., 2011] [Guzman et al.,
2014], but none that exist for evaluating simulated neuron firing traces. As methods for recording and simulating spiking
data from populations of neurons scale in capacity, it is also important to scale libraries for scoring electrophysiological
traces. In the results section, we state that we chose a population size of 250 for scaling our algorithm. After profiling
the GPU code at different population sizes, it was clear that at smaller population sizes, the GPU simulation is the
bottleneck and at larger population sizes (> 250) the CPU is the bottleneck. The motivation for balancing the run time
on the CPU and GPU is that if the problem size gets bigger, the GPU simulations can be ran concurrently with the
CPU evaluation. The GPU simulation for the next set of stimuli to be simulated can run before the previous evaluation
is completed since the two problems are independent. Thus, obtaining this balance results in the most time-efficient
scaling constant.

This comparison between simulation and evaluation steps is further evidence to confirm that heavily vectorized
computations scale more efficiently on the GPU. The prospective advantage of GPU accelerated electrophyisological
feature extraction further implicates the need for scalable libraries. Because the practice of quantifying efficiency is
relative, we aim to demonstrate the use of benchmarks that equitably generalize across applications. The benchmarks
used in this analysis can serve as benchmarks for a range of similar applications that use software suites with similar
outputs but different implementations. For example, in Figure 3, we demonstrate the comparative scaling of a GPU-
based algorithm that implements the Allen institute IPFX feature extraction library and a GPU-based algorithm that
implements the eFEL feature extraction library. The practice of using the Compute Fixed and Population Scales
benchmark demonstrates that both libraries perform similarly in strong and weak scaling experiments and provides an
example of drawing a principled comparison between the efficiency of two evaluation libraries. In this example, both
libraries demonstrate a similar level of efficiency. These examples build toward a quantitative methodology for the
comparison of other simulation and evaluation based tools, including ones that are not based on single cell patch-clamp
recordings but from other recording/imaging modalities such as fMRI, MEA, and EEG. Some expample experiments
could be designed to compare: (1) research example of the comparisons we make and write it up tactfully. While the
comparisons being made are specific, the broad motivation for conducting experiments to determine how to design
scalable algorithms for electrophysiological model fitting.

Figure 6: GA score and model fit both improve with larger amount of offspring: 6A demonstrates the progression
of the objective function being optimized by the genetic algorithm for varying population sizes. It shows that GAs with
larger population sizes are more capable of reaching lower values of the objective function. The minima of the objective
function are denoted by large circles and the lower the minima the more the best simulated response resembles the
target response. 6B illustrates the neuron model responses corresponding to varying population sizes. Vm denotes
neuronal membrane voltage
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To understand the impact of accelerating the genetic algorithm, we set up an experiment on a 14 parameter L5 pyramidal
cell model from the Blue Brain Project. In this experiment, we ran 75 iterations of the genetic algorithm for three
different trials with population sizes 1000, 5000, 10000, respectively. We fixed number of simuli to 20 and number of
score functions to 8. The purpose of this experiment is to demonstrate the benefit of increasing population size on the
resulting optimized model. Figure 6A demonstrates the loss of the objective function for the genetic algorithm. The
10000 individual curve achieves a more realistic model, resulting in the lowest achieved value for the objective function.
Furthermore, the smaller populations converge upon local minima while the the 10000 individual optimization records
it’s minimized loss value at generation 75 indicating the potential for further improvement. Figure 6A and B support
the previous claims that the larger population size results in a more representative simulated neuronal model. In figure
6A, the GA with larger population size achieves the lowest objective function score. This score represents a penalty
against simulated neurons where the electrophysiological features of voltage traces differ from those of the target trace.
Furthermore, as the population sizes increase, models show improvement in the depolarization after the action potential
is triggered, also known as AHP Depth. After the initial double spike the 10000 individual model demonstrates a closer
correspondence to the inter-spike interval, or ISI. This effect is shown in figure 6B.

5.1 Conclusion

This work demonstrates the potential of efficiently parallelized simulation and evaluation software for electrophysiolog-
ical modeling. Specifically, applications that leverage GPU utilization demonstrate the capacity to run larger fitting
optimizations. In turn, these optimizations can result in a larger search of the parameter space, and consequently, a more
accurate model. As the processor count continues to increase on hyperthreaded and multicore chips, computational
methods that leverage parallelism can continue to leverage new innovations in high performance computing in order to
generate more accurate in silico models. While this progression is beneficial, it is ever relevant to apply established
benchmarks such as weak scaling and strong scaling in order for neuroscientists to get the most value out of new
computing resources. In this paper, we first defined the problem space associated with a neuron parameter optimization
problem. Then we demonstrate three established benchmark tests, scaling the problem size, the compute resources
and both in proportion on CPU and GPU based applications. Next, we shared experiments to show the modularity of
these methodologies for benchmarking the performance for different software tools and research questions. Finally, we
demonstrated the importance of acceleration for this optimization problem using an example cell model.

12
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Figure 7: 7A, 7B,7C : Compares genetic algorithm simulate-evaluate run time between Blue Brain Project’s eFEL
score function library and the Allen Institute’s IPFX score function library. All experiments in this figure use the
NeuroGPU simulator. Unlike Figure 5, 8 score functions were used instead of 20. Note: In some figures the y axis is
logarithmically scaled to show exponential scaling and in some figures it is not.
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